Evaluating the results of a machine learning model is as important as building one.

But just like how different problems have different machine learning models, different machine learning models have different evaluation metrics.

Below are some of the most important evaluation metrics you'll want to look into for classification and regression models.

**Classification Model Evaluation Metrics/Techniques**

* **Accuracy** - The accuracy of the model in decimal form. Perfect accuracy is equal to 1.0.
* [**Precision**](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.precision_score.html#sklearn.metrics.precision_score) - Indicates the proportion of positive identifications (model predicted class 1) which were actually correct. A model which produces no false positives has a precision of 1.0.
* [**Recall**](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.recall_score.html#sklearn.metrics.recall_score) - Indicates the proportion of actual positives which were correctly classified. A model which produces no false negatives has a recall of 1.0.
* [**F1 score**](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html#sklearn.metrics.f1_score) - A combination of precision and recall. A perfect model achieves an F1 score of 1.0.
* [**Confusion matrix**](https://www.dataschool.io/simple-guide-to-confusion-matrix-terminology/)- Compares the predicted values with the true values in a tabular way, if 100% correct, all values in the matrix will be top left to bottom right (diagonal line).
* [**Cross-validation**](https://scikit-learn.org/stable/modules/cross_validation.html) - Splits your dataset into multiple parts and train and tests your model on each part then evaluates performance as an average.
* [**Classification report**](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html)- Sklearn has a built-in function called classification\_report() which returns some of the main classification metrics such as precision, recall and f1-score.
* [**ROC Curve**](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.roc_score.html) - Also known as [receiver operating characteristic](https://en.wikipedia.org/wiki/Receiver_operating_characteristic) is a plot of true positive rate versus false-positive rate.
* [**Area Under Curve (AUC) Score**](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.roc_auc_score.html)- The area underneath the ROC curve. A perfect model achieves an AUC score of 1.0.

**Which classification metric should you use?**

* **Accuracy** is a good measure to start with if all classes are balanced (e.g. same amount of samples which are labelled with 0 or 1).
* **Precision** and **recall**become more important when classes are imbalanced.
* If false-positive predictions are worse than false-negatives, aim for higher precision.
* If false-negative predictions are worse than false-positives, aim for higher recall.
* **F1-score** is a combination of precision and recall.
* A confusion matrix is always a good way to visualize how a classification model is going.

**Regression Model Evaluation Metrics/Techniques**

* [**R^2 (pronounced r-squared) or the coefficient of determination**](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.r2_score.html) - Compares your model's predictions to the mean of the targets. Values can range from negative infinity (a very poor model) to 1. For example, if all your model does is predict the mean of the targets, its R^2 value would be 0. And if your model perfectly predicts a range of numbers it's R^2 value would be 1.
* [**Mean absolute error (MAE)**](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.mean_absolute_error.html) - The average of the absolute differences between predictions and actual values. It gives you an idea of how wrong your predictions were.
* [**Mean squared error (MSE)**](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.mean_squared_error.html) - The average squared differences between predictions and actual values. Squaring the errors removes negative errors. It also amplifies outliers (samples which have larger errors).

**Which regression metric should you use?**

* **R2** is similar to accuracy. It gives you a quick indication of how well your model might be doing. Generally, the closer your **R2** value is to 1.0, the better the model. But it doesn't really tell exactly how wrong your model is in terms of how far off each prediction is.
* **MAE** gives a better indication of how far off each of your model's predictions are on average.
* As for **MAE** or **MSE**, because of the way MSE is calculated, squaring the differences between predicted values and actual values, it amplifies larger differences. Let's say we're predicting the value of houses (which we are).
* Pay more attention to MAE: When being $10,000 off is ***twice*** as bad as being $5,000 off.
* Pay more attention to MSE: When being $10,000 off is ***more than twice*** as bad as being $5,000 off.

For more resources on evaluating a machine learning model, be sure to check out the following resources:

* [Scikit-Learn documentation for metrics and scoring (quantifying the quality of predictions)](https://scikit-learn.org/stable/modules/model_evaluation.html)
* [Beyond Accuracy: Precision and Recall by Will Koehrsen](https://towardsdatascience.com/beyond-accuracy-precision-and-recall-3da06bea9f6c)
* [Stack Overflow answer describing MSE (mean squared error) and RSME (root mean squared error)](https://stackoverflow.com/a/37861832)

📌 1. **Problemy klasyfikacji (np. spam, diagnoza, fraudy)**

**🔹 Accuracy (dokładność)**

📊 *Kiedy używać:* Gdy klasy są zrównoważone (np. 50/50)  
📛 *Nie używać:* Przy dużej nierównowadze klas (np. 99% klasy 0)

**Uwaga**: Przy niezrównoważonych danych może być złudnie wysoka.

📌 Przykład:

* Jeśli 95% pacjentów jest zdrowych, to model przewidujący „zdrowy” zawsze osiągnie 95% accuracy – mimo że nie wykrywa chorych.

**"Jak często mój model zgaduje dobrze?"**

**🔹 Precision (precyzja)**

📊 Kiedy używać: Gdy **fałszywe alarmy (false positives)** są kosztowne  
📌 Przykład:

* diagnoza raka – lepiej nie wywołać paniki, jeśli ktoś jest zdrowy
* Spam-filter – lepiej, by nie usuwał ważnych e-maili (czyli: "jeśli coś nazwiesz spamem, upewnij się, że to naprawdę spam").

**"Jak wiele z pozytywnych przewidywań było naprawdę pozytywnych?"**

**🔹 Recall (czułość / TPR)**

📊 *Kiedy używać:* Gdy **przeoczenia (false negatives)** są bardzo złe  
📌 Przykład:

* wykrywanie oszustwa – lepiej mieć więcej fałszywych alarmów niż coś przeoczyć
* wykrywanie raka – ważniejsze jest znaleźć jak najwięcej chorych, nawet kosztem kilku fałszywych trafień.

**"Jak wiele z prawdziwych przypadków wykryłem?"**

**🔹 F1-score**

📊 *Kiedy używać:* Gdy **chcesz balansu między precision i recall**  
📌 Przykład: ogólna miara skuteczności przy nierównych klasach

**Średnia harmoniczna precyzji i czułości → dobre, gdy obie są ważne.**

**🔹 ROC-AUC**

📊*Kiedy używać:* Gdy chcesz ocenić **jakość modelu przy różnych progach decyzyjnych**.  
📌 Dobre przy klasyfikatorach probabilistycznych (np. predict\_proba()).

**📚 2. REGRESJA – przewidujesz wartości liczbowe (np. cena, temperatura)**

**🔹 Mean Absolute Error (MAE)**

**Kiedy używać**: Gdy ważne są **rzeczywiste różnice** – intuicyjny i odporny na outliery.  
📌 Przykład: Średnio pomyliliśmy się o 500 zł w cenie domu.

**🔹 Mean Squared Error (MSE) / Root MSE (RMSE)**

**Kiedy używać**: Gdy chcesz **bardziej ukarać duże błędy**.  
📌 Przykład: Jeśli model może popełniać bardzo duże błędy – RMSE je uwidoczni.

**🔹 R² (współczynnik determinacji)**

**Kiedy używać**: Gdy chcesz ocenić, **jak dobrze model wyjaśnia zmienność danych**.  
📌 R² = 1 oznacza idealne dopasowanie; R² = 0 oznacza, że model niczego nie nauczył się lepszego niż średnia.

**📚 3. KLASTERYZACJA – grupowanie bez etykiet**

**🔹 Silhouette Score**

**Kiedy używać**: Gdy chcesz ocenić, **czy dane są dobrze przypisane do klastrów** (czy są daleko od innych i blisko „swoich”).

**🔹 Adjusted Rand Index / Mutual Information**

**Kiedy używać**: Gdy masz **prawdziwe etykiety** i chcesz porównać je z wynikami klasteryzacji.

**🧭 PODSUMOWANIE – kiedy jaką metrykę?**

| **Problem** | **Kluczowa metryka** | **Kiedy?** |
| --- | --- | --- |
| Zrównoważona klasyfikacja | Accuracy | Gdy klasy są w równowadze |
| Niezrównoważone klasy | F1-score / ROC-AUC | Gdy jedna klasa dominuje |
| Fałszywy alarm jest zły | Precision | Gdy ważne jest nie przewidywać błędnie pozytywów |
| Przegapienie jest groźne | Recall | Gdy lepiej złapać każdy przypadek pozytywny, nawet z fałszywymi |
| Błąd w złotówkach | MAE | Gdy ważny jest „realny” błąd bez karania ekstremów |
| Model mocno się myli | RMSE | Gdy chcesz karać duże błędy bardziej |
| Ogólna jakość regresji | R² | Jak dobrze model wyjaśnia dane |
| Klasteryzacja | Silhouette / ARI | Do oceny jakości grupowania |